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Validating FCAT Writing Scores 

NOTE: While the Department and other experts have certified the validity of the 2010 FCAT Writing results, comparisons to previous years’ writing scores should be avoided. This caution is given for two reasons:

(1) This year, each essay was scored by one rater. In previous years, two raters were used and the scores were averaged. A student could have received a half-point score, such as 4.5, whereas this year no half-point scores are possible.  Use of a single score is an established and acceptable practice used by many states.
(2) This year, each student in each grade was required to write an essay using the same type of writing (mode). In previous years, there were two modes in each grade with half of the students responding to each mode. For example, this years’ grade 4 writing test required all students to write a narrative essay. Last year, half of the students also wrote a narrative essay while the rest of the students in grade 4 were required to write an expository essay.

Steps in the Process

1. Field Testing: Florida educators review prompts that have been pilot tested on a small number of students to determine a set of writing prompts for each FCAT Writing Field Test administration. For students in grades 4, 8, and 10, each prompt is administered to approximately 1,500 students statewide, representing the demographic characteristics of Florida students in each tested grade. The resulting statistics indicate how well students perform on these prompts. 
2. Prompt Selection: After the field test data are collected, the Department, contractor content experts, and psychometricians perform numerous statistical analyses to summarize the student performance on each prompt. In order for a prompt to be used on FCAT Writing, it must satisfy several requirements related to content and statistics. For example, the average performance on the prompt, the deviation of students from the mean, and the student distribution across raw score points should be comparable to the past performance on the other prompts used operationally. Also, statistics related to bias are closely reviewed to ensure that prompts for operational use are free of bias that could create an advantage or disadvantage for any sub-group in the population.  
3. Scanning Student Responses: After students take FCAT Writing, their responses are scanned into an electronic file.  The accuracy of scanning is checked by comparing a sample of actual student answer documents to the electronic “scan file” to determine that exactly what was written by students was scanned and transferred to the electronic file format. 

4. Handscoring of Written Responses: A student’s written response is holistically scored by readers (scorers) who have been trained to score using the criteria established by teams of Florida educators. Scorer candidates must have a college degree and must satisfactorily complete intensive training sessions and pass all qualification examinations. These examinations are comprised of sets of pre-scored student responses from the Field Test, which must be scored accurately. All scoring is monitored by Florida Department of Education staff. Additional descriptions of the numerous techniques used to ensure the validity and reliability of FCAT Writing handscoring follow:

Daily Review of Training Materials

· Prior to each scoring session, members of the Writing Rangefinder Committee (comprised of Florida educators) read student responses and select papers to represent the range of quality allowed within the established criteria for each score point on the rubric. These papers are used to train the readers for the holistic scoring of the FCAT Writing responses. Each anchor set (scoring guide) includes annotated student responses to explain why each was assigned a particular score. The anchor set provides the basis for developing a common understanding of the scoring criteria and is used by each scorer throughout handscoring. The 2009 FCAT Writing released anchor sets can be accessed at http://fcat.fldoe.org/09writinganchorsets.asp. The 2010 FCAT Writing released anchor sets will be posted on or before August 1, 2010.

· A skilled scoring director and scoring supervisors are responsible for assisting and monitoring scorers during the holistic scoring process. 

· At the beginning of each daily scoring session and throughout the day, scoring supervisors spend time reviewing training materials and scoring guidelines, including the anchor set and item-specific criteria. 
Backreading

· Supervisors read behind all scorers throughout the scoring session. This is called backreading, and it is done throughout the scoring session to identify scorers who may need additional training and monitoring.

· If any responses are scored incorrectly, supervisors review the responses with the scorer, and then provide guidance on how to score more accurately. 

· In 2010, backreading frequency was increased to provide additional quality assurance.
Calibration Sessions (Retraining) 

· Retraining is conducted for any scorer whose performance falls below acceptable standards. 

· If retraining is unsuccessful, the scorer is dismissed from the program, and responses are rescored. 
Validity Reports
· Responses with scores previously established by Florida educators on the FCAT Rangefinder and Rangefinder Review Committees are embedded in the flow of student responses that scorers score at their work stations.  

· When scorers score these embedded responses, their scores are compared to the scores established by the Rangefinder committees. The results are compiled as validity reports and presented to Scoring Directors and DOE staff throughout the scoring sessions. For more than half of the scoring window, these validity papers are inserted into the flow at a rate of 1 out of 7 responses.
· Analysis of the validity reports allows Scoring Directors to determine which responses are most often scored incorrectly and which scorers are most often in disagreement with the established scores in order to target calibration/retraining sessions as needed. This also helps to identify scorers whose already-scored papers must be rescored.
Reliability Reports

· Reliability (consistency) of handscoring is monitored using reports of inter-rater reliability (IRR), the percent of agreement between two scorers on the same response. 

· For 2010, a sample of 20 percent of the total number of responses was scored by two readers for comparison and quality assurance purposes. 
· A cumulative percent of agreement between the two scores on these responses is monitored as the inter-rater reliability percent. 

· Individual scorers are retrained or released when IRR rates are below standard. Responses are rescored as necessary when this occurs.

Daily Handscoring Conference Calls 
· As an additional monitoring tool throughout the handscoring process, the contractor conducts a daily conference call with applicable contractor and Department personnel to discuss specific details related to each handscoring site. 
· Commonly discussed topics include the percentage and number of papers scored, the number of scorers present on any given day, the number of scorers who left the project (i.e., to take a more permanent job, who quit, or who were dismissed), inter-rater reliability performance, validity check performance, comparisons to historical score distributions, and overall review of the performance of scorers. 
5. Third Party Verification: To provide further assurance, the contractor invested in a comprehensive validation study overseen by an independent third party (Buros Center for Testing). The results of this validation study confirmed the quality of the handscoring process and the accuracy of student scores.   
6. Checking Reports: The Department’s contractor (Pearson) produces the student results files and produces files with the mean essay scores for all schools and districts. The Department verifies the reports using independently developed computer programs and hand checking of samples of schools and districts. This review of files is also independently conducted by a third party, currently Florida State University’s Center for Advancement of Learning and Assessment. Discrepancies are identified, programming is corrected, and reports are generated again as necessary. When all checks are complete and the Department’s reports agree with the contractor’s reports, data are printed and distributed.  

7. Checking Anomalies Reported by Districts: It is routine for the Department to check results any school or district believes to be inaccurate.  These checks usually occur after schools and districts have had an opportunity to review their data and their district’s student essays.   

8. Checking Test Administration Anomalies: As a part of the data verification and scoring, the Department ensures that all released test results are an accurate depiction of student ability. The Department and its contractor implement multiple strategies to identify student or adult activity that would lead to inaccurate scores as a result of cheating, tampering, assisting, or other inappropriate behavior prior to, during, or following the administration of state assessments. Currently, in writing, the Department conducts analyses of year-to-year school level performance and monitors activity as reported by Florida school districts and citizens. 
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